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## Floor functions

A dilated floor function sends continuous input to discrete output

$$
f_{\alpha}(x):=\lfloor\alpha x\rfloor: \mathbb{R} \rightarrow \mathbb{Z}
$$

$\rightsquigarrow f_{\alpha}$ discretizes $\mathbb{R}$
"at length scale $\alpha^{-1}$ "
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Coordinate change:
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Symmetries:
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## Where do green solution curves come from?
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Computational evidence suggests that $\left\|\mathcal{M}_{n}\right\|$ is better behaved than Mertens function $M(n)$ as $n \rightarrow \infty \ldots$

## Composing floor functions: Why really care?

Let $\left\{d_{i}\right\}=\left\{n,\left\lfloor\frac{1}{2} n\right\rfloor,\left\lfloor\frac{1}{3} n\right\rfloor,\left\lfloor\frac{1}{4} n\right\rfloor, \ldots, 1\right\}$ be the "almost divisors" of $n$.
In Cardinal's matrix $\mathcal{M}_{n}$, the entry in position $i, j$ is

$$
\mathcal{M}_{n}(i, j)=M\left(\left\lfloor\frac{1}{d_{i} d_{j}} n\right\rfloor\right)=M\left(\left\lfloor\frac{1}{d_{i}}\left\lfloor\frac{1}{d_{j}} n\right\rfloor\right\rfloor\right)=M\left(\left\lfloor\frac{1}{\left.\left.d_{j}\left\lfloor\frac{1}{d_{i}} n\right\rfloor\right\rfloor\right)}\right.\right.
$$

( Note: "almost divisors of almost divisors are almost divisors"!)

## Theorem (Cardinal 2010)

Riemann hypothesis is equivalent to

$$
\left\|\mathcal{M}_{n}\right\|=O\left(n^{1 / 2+\epsilon}\right) \quad \text { as } \quad n \rightarrow \infty
$$

Computational evidence suggests that $\left\|\mathcal{M}_{n}\right\|$ is better behaved than Mertens function $M(n)$ as $n \rightarrow \infty \ldots$
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